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Machine Learning vs IA
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Artificial Intelligence (IA)

2



Artificial Intelligence (IA)
Artificial General Intelligence (AGI)

Artificial General Intelligence
• Artificial = human made (In Silico)
• Intelligence ≈ ability to solve problems
• General = Wide range of problems (comparable to humans)
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The singularity

Elephants/Octopus/Dolphins...

Ability to create/improve AGI
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Rercursive self-improvement.
(Years? Days? Seconds?)
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”If its written in python its probably Machine Learning.
If its written in power point its probably AI.”

Mat Velloso.
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Machine Learning

ML = The art of making computer learn to perform a given task.

The task is narrow, in practice it is formulated as finding a function.

The product is a ”model” which is a Artificial Weak Intelligence.
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Some ML tasks:

Find a function that maps a chess position to the best move.

MODEL
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Some ML tasks:

Find a function that an image to a description.

MODEL "A grumpy cat"
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Some ML tasks:

Find a function that maps a description to an image.

MODEL
"A pool filled with a

galaxy under the
moonlight"
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Some ML tasks:

Find a function that maps a prompt to a human-like answer.

MODEL
"Should we pour the

milk before the
cereals ?"

"Pros: Prevents cereal from
getting soggy, better milk

control.
Cons: Hard to judge cereal
amount, risk of splashing."
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Note 1: complexity of the tasks

Find a function that maps an image to its label {0, 1}. (MNIST)

MODEL 0

MODEL 1
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Note 2: LLMs are bluring the gap between ML and IA

LLM = Large anguage Model
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LLMs are bluring the gap between ML and IA

AGI ML/Weak IALLMs ?

Recipe for an AGI ?

• Find a very complex task
• Train a very complex model to solve it

Did human followed the same path?

• Task: Survive/Reproduce/pass your DNA
• Model: brain, optimizer: natural selection
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Foundations of the Machine
Learning Paradigm



ML paradigms:

• Supervised
• Unsupervised
• Reinforcement Learning
• Generative modeling
• And others!
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Supervised learning

An input space X , an output space Y and a distribution P on X × Y

(X, y) ∼ P (1)

Minimize the expected risk :

R(f) = E[ℓ(f(X), y)] (2)

ℓ : Y × Y → R is a measure of the error (context dependant)
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Supervised learning in practice

Bayes Optimal:

f∗ = argmin
f∈XY

E[ℓ(f(X), y)] (3)

1) Restrict to an ”Hypothesis space” H ⊂ XY

f = argmin
f∈H

E[ℓ(f(X), y)] (4)

2) Only access to N samples (Xi, yi)i∈1,N

f̂ = argmin
f∈H

1
N

N∑
i=1

ℓ(f(Xi), yi) (5)
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Supervised learning in practice

f∗ = argmin
f∈XY

E[ℓ(f(X), y)]

f = argmin
f∈H

E[ℓ(f(X), y)]

f̂ = argmin
f∈H

1
N

N∑
i=1

ℓ(f(Xi), yi)

• You typically do not control N, the more data the better.
• You are free to pick H. But must choose carefully its
”complexity” C(H).

f∗ ⇐=========⇒︸ ︷︷ ︸
↘ with C(H)

f ⇐=========⇒︸ ︷︷ ︸
↗ with C(H)

f̂ (6)
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An example:

The task: N = 25, f∗(x) = x3, ℓ(y, y′) = (y− y′)2...
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The model: Hd = {x 7→
∑d

k=0 αkxk/α1, ..., αk ∈ R}

Complexity is well defined: C(Hd) = d
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Underfitting

If the hypothesis space is too small, the model won’t be able to fit
the training data. This is called underfitting.

The model model weakly depends on the train data, there is too
much biais.
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Overfitting

If the hypothesis space is too large, the model will perfectly fit the
training data, including noise. This is called overfitting.

The model model depends too much on the train data, there is too
much variance.
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Biais-Variance Tradeoff
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Figure 1: R(̂f) vs C(H)
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Regularization at the rescue

Regularization is a critical tool to control the complexity.

Hd = {x 7→
d∑
k=0

αkxk/α1, ..., αk ∈ R} (No Regularization)

Hd,λ = {x 7→
d∑
k=0

αkxk/α1, ..., αk ∈ [−λ, λ]} (Regularization λ)

• Hd = Hd,+∞

• C(Hd,λ) with↗ λ
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Regularization at the rescue

In practice regularization is done with an additional term to the loss

f̂ = argmin
f∈H

1
N

N∑
i=1

ℓ(f(Xi), yi) (No Regularization)

f̂α = argmin
f∈H

1
N

N∑
i=1

ℓ(f(Xi), yi) + α||f||22 (Regularization α)

where ||
∑d

k=0 αkxk||22 =
∑d

k=0 α
2
k
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Regularization at the rescue
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Deep Learning.



Neural Networks

Neural Networks = type of hypothesis space.

• You get a NN by stacking/composition of layers.

f(x) = LK ◦ ... ◦ L2 ◦ L1(x) (7)
• The most classical layer is:

Lk(x) = σ(Ax) (8)
A = learnable matrix, σ = non-learnable non-linear function.

18



Neural Networks advantages

Complexity

• Control complexity with depth (number of layers) and width
(dimensions of hidden layers).

• Universal approximation theorems exists.

Optimization
• Easy chain-rule computation of the gradient w.r.t. to parameters
• 1st order optimizer (gradient descent)

Design

• Easy to design variations (architecture), just design a new layer.
• Simply pick the architecture adapted to your task
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Deep Learning: layers goes brrrr
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Double descent: the dark matter of modern ML

Figure 2: WTF is going on ???
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The role of the optimization algorithm

Recall the 2 approximation at the foundation of ML:

f∗ = argmin
f∈XY

E[ℓ(f(X), y)]

f = argmin
f∈H

E[ℓ(f(X), y)]

f̂ = argmin
f∈H

1
N

N∑
i=1

ℓ(f(Xi), yi)

We also need to take into account a third approximation:

foptim = ALG
[
min
f∈H

1
N

N∑
i=1

ℓ(f(Xi), yi)
]

(9)
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Gradient Descent

Minimize:

min
θ

L(θ) (10)

Following:

θt+1 = θt − η∇θL(θt) (11)

Stochastic gradient descent (SGD) = noisy gradient descent

θt+1 = θt − η∆t (12)

where E[∆t] = ∇θL(θt)

23



Possible explanations for double descent?

Intuition 1: gradient descent converges better in high dimension
(less likely to be trapped in local minima)

Intuition 2: SGD provides implicit regularization.
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ML foundation: Takeaway



IA

Machine Learning

Statistics Optimization

GPUs Big Data AAI
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